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Task placement matters
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CAPSys: Contention-Aware Placement Search

Goal: Find a good assisgnment of operator tasks to physical workers, to minimize resource contention and achieve high
throughput within resource budget

Key idea: Capture the cost of a placement plan by considering

the co-location degree of resource-intensive tasks

- Minimize the resource imbalance in the worker cluster

» Consider three dimensions of resources: CPU, Disk 1O,
Network

Massive search space. About 3.25 million alternative
placement plans with 5 operators running on 4 workers
* Pruning technigues to effectively reduce the search

space and make CAPSys practical for the online

setting » Calculate pareto-optimal solution whose cost Is not
dominated by any other feasible plan across all dimensions
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Possible task placements for the current operator

Evaluation Results

Individual Query Environment

- Up to éx higher throughput compared to Flink strategies Multi-tenant Environment

» CAPSys is the only policy that achieves target
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